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RESUMO

PENA, A. Da comunicacio a informacao: quando a pratica ofusca a teoria. 2020. 26p.
Trabalho de Conclusdo de Curso (Bacharelado em Fisica) - Instituto de Fisica de Sao Carlos,
Universidade de Sao Paulo, Sdo Carlos, 2020.

Normalmente € atribuido a Claude Elwood Shannon e a seu artigo "A Mathematical Theory of
Communication"o papel de fundadores do campo conhecido hoje como teoria de informacao. Este
estudo traca um panorama geral dos desenvolvimento cientificos de 1922 até 1956 no campo da
teoria de comunicagdo, mostrando que esta € resultado de anos de pesquisa e o esfor¢o conjunto
de diversos pesquisadores. Discutimos também os desenvolvimentos imediatamente posteriores a
publicacdo de Shannon com enfoque particular no desentendimento a respeito da melhor forma de
quantificar informacao entre ele e Norbert Wiener, bem como na desvalorizagdo da compreensao

acerca do que € informagao frente a suas aplicacdes tecnoldgicas.

Palavras-chave: Historia da fisica. Teoria da informacdo. Bit .
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1 INTRODUGAO

Em uma caverna, um homem faz desenhos na pedra, desenhos de outros homens, animais
e plantas. Alguns séculos depois, um circulo em volta de uma fogueira, uma matriarca conta
histérias aos outros membros da tribo. A capacidade de transmitir e receber informacado é
tdo antiga quanto a prépria humanidade, a eficiéncia da transmissdo e o desenvolvi-mento
da sociedade estdo intimamente relacionados. Um salto no tempo e notamos a inveng¢do de
logogramas, hierdglifos e alfabetos; a tradi¢@o oral lentamente d4 lugar a escrita. Nascem impérios,
0s mensageiros romanos e os tambores da Africa correm e ecoam pelos continentes, carregando
consigo noticias e informagdes. Finalmente, nos aproximamos da era moderna, as cartas cedem
lugar para as novas maravilhas tecnoldgicas da revolugdo, o telégrafo dos Chappe sinaliza pelos
céus de Paris, mensagens passam a se deslocar a velocidades maiores que qualquer homem
ou cavalo. O dominio da eletricidade apenas impulsionou o progresso, € em meio a muitos
aspirantes a inventores do telégrafo elétrico, surge Samuel Morse e Alfred Vail nos Estados
Unidos, juntamente a William Cooke e Charles Wheatstone na Gra-bretanha, palavras agora

viajavam em fios, e ndo demorou muito até cruzarem a barreira do Atlantico.

O desenvolvimento de um tratamento matemdtico para a informacgdo, e consequentemente
a fundacdo do que hoje conhecemos como teoria da informacao, ocorreu na primeira metade do
século XX e muitas vezes € atribuida ao matemadtico e engenheiro estadunidense Claude Elwood

Shannon (1916-2001), que recebe a alcunha de "pai da teoria de informagdo". (1-3)

Este trabalho mostrard um panorama geral do caminho que foi tracado por diversos pes-
quisadores até a publicacdo célebre de Shannon em 1948, com enfoque na construcdo gradual dos
conceitos e ideias. Além disso, buscamos estudar os motivos que levaram aos desenvolvimentos
imediatamente posteriores ao trabalho de Shannon a se distanciarem das questdes ontoldgicas da
nova teoria, como o desentendimento a respeito da melhor defini¢do de entropia no contexto in-
formacional, e valorizarem fortemente a aplicag@o tecnoldgica, como a constru¢io de "maquinas

pensantes".

Para tal, estudamos os desenvolvimentos a partir da década de 1920, em particular os
trabalhos desenvolvidos nos laboratérios Bell pelos engenheiros Harry Nyquist (1889-1976) e
Ralph Hartley (1888-1970) e na Europa pelo engenheiro eletronico Karl Kiipfmiiller (1897-1977).
Trabalhos que buscavam responder algumas perguntas importantes para o desenvolvimento da
tecnologia da comunicacdo tais como: qual a velocidade méxima de transmissdo de informacéo'?
Quanta informagdo uma fonte produz? Como "medir"a "quantidade de informagao"produzida?
H4 um limite na quantidade de informagdo que pode ser enviada por um canal? Como transmitir

de forma confiavel mesmo lidando com ruido?

' No jargio da época o termo adequado seria inteligéncia, discutiremos a escolha na secio 2.



Em seguida, na secdo 4, analisamos a publicagdo do trabalho "A Matematical Theory of
communication"(4) por Claude Shannon em 1948, considerado o artigo precursor do novo campo

de estudos ao procurar matematizar a transmissao de informacao.

Na secdo seguinte 5, desafiamos a ideia de um trabalho fundador tnico, analisando
trabalhos de contemporaneos de Shannon que chegaram a conclusdes semelhantes, com destaque
para o desentendimento acerca da melhor definicdo de entropia no contexto informacional
entre Shannon e o renomado matematico estadunidense Norbert Wiener (1894-1964), um dos

pensadores mais influentes do periodo.

Na secdo 6, observamos os desenvolvimentos posteriores a 1948, limitando nossa andlise
a valorizagdo da aplicagdo tecnoldgica da teoria em detrimento das investigacdes sobre a ontologia

da informacao.

Optamos pelo recorte acima, pois explorar todos os desenvolvimentos dos trabalhos de
1948 seria esbocar toda a histéria da teoria da informacao incluindo suas diversas inclusdes na

psicologia, biologia, termodindmica entre outros campos, o que ndo € o objetivo deste estudo.
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2 METODOLOGIA

A disposicio de um historiador da ciéncia existem diversas abordagens metodoldgicas
possiveis para se estudar o passado. Neste trabalho utilizaremos a diacronica (5), na qual procu-
ramos observar o passado a luz de seus proprios problemas, métodos e solugdes, sem impor a
visdo moderna como correta ou melhor que as demais concorrentes. Em contraste a essa forma
de abordar o passado temos a abordagem anacronica (5), a qual discrimina entre as teorias
concorrentes baseado em fatos desconhecidos para a época e utiliza termos e jargdes modernos
e sem sentido para o contexto do estudo. Embora essa abordagem esteja superada e nao seja
mais utilizada por historiadores da ciéncia profissionais, ela ainda € comum em trabalhos de
cunho histdrico escritos por cientistas divulgadores e jornalistas. Para escapar do anacronismo,
buscamos estudar e entender as fontes primadrias — textos dos préprios cientistas da época —em
seu contexto cientifico, construindo uma narrativa que considere também outros contextos, tais
como filosoéfico, cultural, politico, etc a depender das questdes histdricas investigadas. Todavia, é
importante apontar que uma historiografia puramente diacronica e contida no passado € impossi-
vel e indesejavel do ponto de vista pedagdgico, afinal os interlocutores deste trabalho estdo no

presente.

Isso posto, nos capitulos seguintes nos dedicamos a estudar a génese da teoria de in-
formacdo, em particular os trabalhos mais importantes publicados de 1924 a 1949. Ao longo
do percurso, encontraremos termos e conceitos com significados diferentes para a época em
relacdo a seus significados atuais. Por exemplo, a palavra informacao ndo era utilizada e os cabos
telegraficos de 1924 transmitiam o que os engenheiros denominavam por inteligéncia. Apenas
anos depois a palavra informag@o comegou a ser utilizada, passando a designar a commoditie que

preenchia o interior dos cabos telegraficos.



3 PRECEDENTES

Ao longo da década de 1920, as sequelas da Primeira Guerra Mundial assolavam a Europa
e os ultimos soldados americanos retornavam para os Estados Unidos (6) para encarar uma
década de profundas transformacdes sociais, politicas e econdmicas. O €xodo rural se intensificou
conforme mais e mais agricultores trocaram suas propriedades por trabalhos fabris; o fordismo,
recém introduzido na industria automobilistica passou a dominar grande parte das cadeias
produtivas. Isso gerou uma explosdo na capacidade produtiva e consequentemente, conforme a
populacgdo se tornava assalariada, na capacidade do mercado consumidor de absorver os novos
produtos. Carros, miquinas de lavar roupa, torradeiras, radios, telefones, entre outros produtos,

passaram a integrar o dia-a-dia dos estadunidenses.

A popularizacio do radio e do telefone na década de 1920, impulsionado pelas primeiras
redes comerciais de radio e expansdo de centrais e linhas telefonicas criou uma forte demanda
tecnoldgica na drea da comunicacao, culminado com a unido de diversos grupos de pesquisa sob

uma Unica instituicdo: os Laboratérios Bell (7).

3.1 Os Laboratorios Bell

Formados como um brago de pesquisa da American Telephone and Telegraph Company
(AT&T), os Laboratorios Bell promoveram um encontro tnico para a area da comunicacao:
engenheiros e matematicos (prética e teoria) trabalhando juntos; tal encontro, normalmente
tenso’(7); elevou a institui¢io a um centro de matemética aplicada sem precedentes. No entanto,
o instituto se mantinha praticamente invisivel para o mundo académico e os seus membros
normalmente se limitavam a publicar no periddico de circulagdo interna, o Bell Labs Technical

Journal, reduzindo o alcance das descobertas.

Nesse cendrio, os trabalhos de Harry Nyquist e Ralph Hartley foram de grande importancia
para a formacdo posterior de uma teoria da comunicagio, por isso, discutiremos de seus alguns

aspectos em mais detalhe.

3.1.1 Os trabalhos de Harry Nyquist

Nyquist nasceu na Suécia e imigrou ainda jovem para os Estados Unidos (7), obteve seu
doutoramento em fisica por Yale em 1917 passando a integrar os Laboratérios Bell no mesmo
ano. Em 1924, apresentou uma palestra intitulada "Certain factors affecting telegraph speed"a

qual gerou uma publicagdo de mesmo nome (8). Nela, Nyquist explora algumas varidveis que

2 Os engenheiros, preocupados com o problema pratico, valorizavam a aplicacio dos métodos e nio a

validade universal da teoria, os matematicos buscavam teoremas gerais nao vinculados apenas a casos
especificos, este conflito de interesses criava a tensao.
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pareciam prejudicar a transmissdo de inteligéncia, além de propor uma férmula geral para a

velocidade maxima de transmissao de inteligé€ncia em um sistema com um determinado cédigo.

O primeiro fator abordado foi o formato das ondas transmissoras, Nyquist estuda as
ondas retangular, senoidal e uma onda modificada proposta por ele. Segundo o cientista, a maior
eficiéncia das ondas senoidais que estava sendo defendida por muitos engenheiros da época * era
falsa (8), mostrando que em sistemas operados em condi¢des 6timas (maxima velocidade * ) de

transmissao de inteligéncia as ondas retangulares e as ondas modificadas seriam mais eficientes.

Em seguida, Nyquist faz algumas observagdes importantes, a primeira delas a respeito de
ondas previsiveis ndo carregarem inteligéncia, isto €, ndo carregam consigo nenhuma informagao

nova e portanto nao podem transmitir inteligéncia, nas palavras do autor:

"O fato de a componente [senoidal][...] ndo carregar inteligéncia [...] torna-se
claro quando consideramos que seus valores sdo previsiveis a qualquer momento e

portanto a componente pode ser produzida localmente."(8)

No trecho, notamos que Nyquist associa a transmissao de inteligéncia a incerteza na onda
transmitida - uma onda perfeitamente previsivel poderia ser produzida pelo destinatério a qualquer

momento, assim, o remetente nao enviou nenhuma inteligéncia pelo fio.

A segunda observagao, fortemente apoiada nos trabalhos do engenheiro eletricista Jhon
Carson (1886 - 1940) (9) (10) diz respeito a limitacdes de banda conforme a velocidade de
transmissdo. Isto €, para transmitir sinais em uma taxa determinada € preciso consumir uma
largura de banda e caso o sistema ndo tenha banda suficiente parte da inteligéncia ndo € transmitida.
Este segundo topico gerou uma publicacdo propria em abril de 1928 intitulada "Certain topics in

telegraph transmission theory".

Esses resultados foram explorados mais profundamente em julho do mesmo ano por Ralph
Hartley que postulou uma lei mais geral para a interdependéncia da velocidade de transmissado e

a largura de banda.

3.1.2 Os trabalhos de Ralph Hartley

Companheiro de Nyquist nos Laboratorios Bell e preocupado com as mesmas questdes
de transmissdo de inteligéncia, o estadunidense Ralph Hartley ministrou um semindrio no Inter-

national Congress of Telegraphy and Telephony na Itdlia em 1927, posteriormente publicada no

3 Por exemplo: Crehore e Squier A pratical Trasmitter using the Sine Wave for Cable Telegraphy;

Squier on an unbroken Alternating current for Cable Telegraphy”; ou Squier ”A method of transmitting
the Telegraph Alphabet Applicable for Radio, Land Lines and Submarine cables”.

Vale notar que a definicao desta velocidade € dada por ele no artigo como W = K log(m), onde k é
uma constante e m € o nimero de valores possiveis do cédigo (Se o cédigo tem pontos e barras ou 0 e
1 temos m = 2. O alfabeto tem m = 26).
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periddico interno dos Laboratdrios Bell no ano seguinte sob o titulo "Transmission of Informa-
tion". Hartley define o termo "informacao"e propde uma medida quantitativa para essa grandeza
(11), defendendo que € preciso tratar as mensagens como uma sequéncia aleatdria de simbolos e
desconsiderar a interpreta¢do que o destinatario faz da mensagem do remetente, ou seja, do ponto
de vista da teoria as mensagens ndo precisam carregar significado, nas palavras do engenheiro
ignorar o conteddo semantico implica em “desconsiderar os fatores psicoldgicos da mensagem”

(11).

O autor de "Transmission of Information"argumenta que para uma medida baseada em
consideracgdes fisicas apenas, a mensagem ndo precisa ser relevante. A mensagem, segundo o
artigo, pode ser completamente arbitrdria; como uma maquina que seleciona letras aleatorias do

alfabeto e as envia por um telégrafo’.

A segunda proposta do autor € em relacdo a forma de medir a informacao, para Hartley, a

quantidade de informagdo que € transmitida no sistema € dada por:

H = nlog(s) =logs" 3.1)

Onde s € o nimero de simbolos para cada selecao (em c6digo morse 2, no alfabeto 26) e n o
numero de selegdes (5 letras corresponderiam a 5 selecdes no conjunto de 26 simbolos que € o
alfabeto).

Exemplificando a escolha do logaritmo, podemos tomar o caso do alfabeto. Cada es-
colha de letra corresponde a 1 em 26 possiveis simbolos. Portanto em uma escolha temos 26
possibilidades e em duas temos 676 (26%) entretanto 2 letras ndo transmitem uma quantidade ex-
ponencialmente maior de informacdo que 1 letra. Na verdade ignorando os fatores interpretativos

(psicolégicos) 2 letras deveriam carregar exatamente o dobro da informacao.

A escolha do logaritmo torna isso possivel:

H = nlog(s) = nlog(26

3.2)
Segunda escolha : H = (2) log(26

0g(26)
Primeira escolha : H = (1)log(26)
(26)
Enésima escolha : H = N log(26)

Hartley também vai expandir essas conclusdes para sinais continuos como os de telefone,
defendendo que esses sinais transmitem quantidades finitas de informacdo e, portanto podem
ser aproximados por pequenos degraus que formam a onda completa, esses degraus seriam 0s

simbolos possiveis (s) na telefonia.

> Hartley compara essa maquina a duas pessoas que nio falam a mesma lingua enviando mensagens por

um telégrafo, quando as palavras do emissor, seriam praticamente uma sequéncia aleatéria de letras
para o receptor.
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A partir disso, Hartley procura entender o limite da transmissdo de informacdo para cada
sistema com uma largura de banda definida, estudando os sistemas existentes a luz da nova teoria.
Em suas conclusdes, o estadunidense defende que dada uma quantidade de informagdo, um
produto especifico de largura de banda por tempo € requerido para que o sistema consiga realizar

a transmissao.

As lacunas do estudo de Hartley, residem em dois pontos principais: (1) a defini¢dao de
informac¢do dada s6 funciona em sistemas nos quais cada simbolo (s) tem a mesma chance de
ser escolhido, um dado viciado ndo poderia ser representado e (2) os resultados sdo apoiados
exclusivamente na aplicacao tecnoldgica, ndo hd uma tentativa de generalizagdao matemadtica dos

CONCEItos.

3.1.3 Informacdo nos Laboratérios Bell

Uma proposta a respeito do significado de informagao foi construida na década de 1920
nos Laboratdrios Bell. Nyquist e Hartley defendem que informacao € incerteza; o primeiro faz
essa afirmacdo de forma indireta, através do exemplo das ondas senoidais. Ao propor que uma
onda previsivel poderia ser produzida pelo destinatario e por isso o remetente ndo estd enviando
informacao, Nyquist indiretamente afirma que o envio de informacdo depende da indeterminacao
do sinal. J4 Hartley afirma isso diretamente ao definir uma medida de quantidade de informacao —

para ele informacéo € sindnimo de indeterminacao.

3.2 O velho continente

O periodo entreguerras na Europa foi marcado pela instabilidade politica e social, causas
da ascensdo de regimes cada vez mais totalitarios e extremistas que culminariam na Segunda
Guerra Mundial. Nesse contexto surgiram poucos trabalhos sobre comunicacio, e apenas Karl

Kiipfmiiller foi citado nos desenvolvimentos posteriores.

3.2.1 Os trabalhos de Karl Kiipfmiiller

Kiipfmiiller foi um engenheiro e professor alemao que trabalhou durante a década de 1920
para a Siemens & Halske em Berlim. Nesse periodo realizou estudos sobre transmissao telegrafica
e chegou a conclusdes semelhantes as de Nyquist nos Estados Unidos (12) - principalmente a
respeito das limitagdes na velocidade de transmissao impostas por limita¢des na largura de banda
de sistemas. O alemao também investigou questdes de estabilidade de sistemas (13) criticando a

aplicabilidade do critério de Barkhausen no caso geral®.

6 O critério é uma condi¢iio matemitica para a oscilacio em circuitos elétricos, para mais detalhes

ver (31). Posteriormente (em 1928) Nyquist abordou sistemas semelhantes chegando as mesmas
conclusdes e avancando em alguns pontos que ndo sio relevantes para o nosso estudo.



3.3 Depressdo e guerra 11

3.2.2 Os trabalhos de Leo Szilard

O fisico nuclear Leo Szilard (1898-1964), diferente dos demais cientistas até aqui, nao
estava estudando fendmenos ligados a comunica¢do quando propds uma relagdo entre entropia e
memoria. O hungaro estava procurando uma forma de resolver o antigo paradoxo termodinamico
do demonio de Maxwell. Em seu artigo de 1929 (14), o autor defende que a agdo do demonio
em um sistema termodinamico implicaria em uma medida e uma decisao; esse processo estaria
associado a um aumento de entropia da forma AS =k log(2). Expressdo semelhante a encontrada

por Hartley em seus estudos.

A conexdo entre termodindmica e teoria de informacgdo vem do fato de o modelo de Szilard
permitir interpretacdo e andlise termodindmicas, que a0 mesmo tempo implicam em um processo
de decisdo bindria, sendo possivel estabelecer uma relacao quantitativa entre informacgao usada
pelo demonio e diminui¢@o de entropia do reservatério. Tal relacdo, a posteriori, foi utilizada por
Norbert Wiener para definir um conceito proprio de informa¢do em uma primeira tentativa de

unir a teoria de informacao a termodinamica.

3.3 Depressao e guerra

A crise econOdmica de 1929 nos Estados Unidos marcou o inicio da recessdao econdmica
que acompanharia o pais pela década seguinte. Acompanhando a recessao, notamos uma redu¢ao
consideravel da produgdo cientifica sobre a teoria da comunicacdo em solo estadunidense. O
engenheiro soviético Vladimir Kotelnikov (1908-2005) publicou, em 1933, um artigo sobre a
capacidade de transmissdo do éter’ (15), chegando as mesmas conclusdes de Nyquist e Kiipfmiiller
a respeito limitacdo de banda restringir também a velocidade maxima de transmissdo. Esse
trabalho ndo parece ter chegado aos Estados Unidos antes das publicacdes de Shannon, Wiener e
Tuller em 1948 e 1949.

No final da década de 1930 eclodiu na Europa a Segunda Guerra, pouco tempo depois
os Estados Unidos acompanharam e grande parte dos pesquisadores envolvidos na pesquisa em
comunicacao foram recrutados para os esforcos de guerra (7), provocando um novo periodo
sem publicacOes. Esse hiato terminou com uma nova onda de trabalhos a partir de 1946 que

discutiremos nas sec¢des seguintes.

7 Devido aos experimentos do final do século XIX e a relatividade restrita, em 1933 a existéncia éter ja

era questionada por muitos o que pode ter contribuido para a negligéncia em relacio aos estudos do
Russo, para um estudo aprofundado consultar (32).
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4 OS TRABALHOS DE CLAUDE ELWOOD SHANNON

Claude Elwood Shannon nasceu em Petoskey, Michigan em 30 de abril de 1916 (16).
Frequentou o ensino médio na Gaylord High School, escola na qual sua mae lecionava, e se
formou em 1932. No mesmo ano, entrou na Universidade de Michigan e em 1936 obteve uma
formacdo dupla em engenharia elétrica e matematica. Apos graduar-se, Shannon se inscreveu
para operar o Analisador Diferencial de Vannevar Bush no MIT. A mdquina era "uma plataforma
metalica de cem toneladas cheia de eixos e engrenagens em movimento"(7) dedicada a resolver
analogicamente equacdes diferenciais. A formagao dupla de Shannon tornou-o extremamente

qualificado para o trabalho de traduzir as equagdes em movimentos mecanicos no analisador.

Sob orientagdo de Bush, escreveu sua tese de mestrado relacionando os muitos circuitos,
interruptores e relés do Analisador com a dlgebra Booleana, resultando em sua primeira publicagdo
em 1938 na L.E.E.E Transactions que seria premiada em 1940 pelo prémio Alfred Noble das
sociedades de engenharia dos Estados Unidos. No mesmo ano da premiacao, Shannon recebeu

doutorado em matematica com um trabalho que relacionava genética e dlgebra Booleana.

Durante esse periodo, Shannon desenvolveu interesse pela drea da comunicacao, passando
o verdo de 1937 nos Laboratérios Bell. Dois anos depois escreveu uma carta a Bush (16) na qual
cita os trabalhos de Hartley (11) e Carson (10) além de dizer:

"Estou tentando provar o seguinte teorema: para quaisquer operadores T R o
comprimento de uma mensagem arbitraria f; multiplicado por seu espectro essencial
e dividido pela distor¢@o do sistema é menor que uma certa constante vezes o tempo
de transmissdo de F multiplicado por sua largura de espectro essencial ou - grosso
modo - € impossivel reduzir largura de banda vezes tempo de transmissao para uma

distor¢ao constante."(16)

Como citado pelo préprio Shannon, a ideia é parecida com o que foi proposto por Hartley para
sistemas especificos em 1929 (11) . Entretanto, notamos a tentativa de aplicar uma linguagem

matematica e encontrar uma prova para quaisquer operadores.

Shannon passou os anos de 1940-1941 entre os Laboratérios Bell e o Instituto de Estudos
Avancados em Princeton sob tutela de Hermann Weyl. Em 1941 Shannon foi recrutado para
compor o time de pesquisa dos Laboratérios Bell dedicando-se aos anti-aircraft directors -

sistemas dedicados a observar aeronaves inimigas e calcular a mira dos misseis em solo.

Em 1945 Shannon publica o artigo "A Mathematical Theory of Cryptography'no qual
utiliza pela primeira vez o termo "information theory". Trés anos depois, Shannon apresentaria
seu artigo de maior impacto, "A Mathematical Theory of Communication"publicado em duas

partes no periédico interno dos Laboratérios Bell, composto por vinte e trés teoremas e sete
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apéndices com provas matemdticas detalhadas (nem todas corretas (7)(18)) que mudariam o rumo

da comunicagdo.

4.1 A Teoria Matematica da Comunicacao

O artigo de 1948 de Shannon representa a realiza¢do de algumas ideias presentes na carta
a Bush de 1939 (16). Em particular, a tentativa de provar teoremas gerais para a comunicagao que
independiam das aplicacdes tecnoldgicas ou de casos especificos, na introducdo o trabalho cita
Nyquist (8) e Hartley (11) como importantes bases, mas propde a inclusao de outros fatores como
o ruido e a estrutura real da mensagem na teoria. Para tal, Shannon comeca a obra definindo
uma unidade de medida de informacdo e uma representacdo geral para sistemas de comunicacao

esquematizado na figura 1.

A unidade proposta por Shannon é o "bit", nome, proposto pelo estatistico e colega
nos Laboratérios Bell, John Tukey (1915-2000) como uma abreviagdo para binary digits e
corresponde a quantidade de informag@o armazenada em um sistema de duas posi¢des (como um
interruptor), N interruptores possuem 2V estados podendo portanto carregar consigo [0g,2"¥ = N

bits. Shannon utiliza o logaritmo, como proposto em 1927 por Ralph Hartley.

Em relacdo a representagdo de um sistema de comunicagdo geral temos, de acordo com a
figura 1, uma fonte (I) e um transmissor (II) que produzem e codificam a mensagem a enviando
pelo canal (III), do outro lado do canal hd um decodificador e o destinatdrio que recebem a
mensagem enviada, esse sistema representa todos os meios de comunicagdo da época de forma

simples e direta.

INFORMATION
SOURCE TRANSMITTER RECEIVER DESTINATION
- ! | . .
I ” SIGNAL RECEIVED IV V
SIGNAL
MESSAGE MESSAGE

NOISE
SOURCE

Figura 1 — Diagrama proposto por Shannon para um sistema de comunicagdo geral.
Fonte: Adapatada de SHANNON(4)

Nyquist afirmara, em 1924, que uma onda previsivel ndo poderia carregar consigo ne-

nhuma informacdo. Hartley utilizou essa ideia para propor uma medida de informacdo que
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dependia das escolhas do transmissor frente as possibilidades disponiveis, considerando apenas
casos nos quais os simbolos da mensagem tinham a mesma probabilidade de escolha. Shannon,
por sua vez, generaliza essa proposta, criando um modelo vélido para linguas ocidentais. Em uma
lingua, as escolhas de letras e palavras para compor um texto nao sdo aleatdrias e independentes,
mas dependem de uma estrutura anterior. Para ilustrar, tomemos o exemplo da lingua portuguesa.
Quando uma palavra apresenta a letra "M"as tnicas consoantes que podem se seguir sdo "P"e "B",
portanto sempre que um "M"aparece estamos limitados a sete selecdes (A,E,[,O,U,P,B). Essa
estrutura, na qual a escolha seguinte depende da varidvel atual, € caracteristica de um processo
estocdstico, Shannon mostra, durante seu trabalho, que além disso é um processo de Markov, um

tipo especifico do anterior.

Enfim, com relacdo a codificacao e quantidade de informacgdo, temos uma estrutura
estatistica para a mensagem, um processo estocdstico que pode aumentar de complexidade
conforme adicionamos regras a ele®. Partindo desta estrutura Shannon propde uma série de
condi¢des que devem ser satisfeitas para se definir uma medida para "a quantidade de ’escolha’

envolvida em uma selecdo"e termina com a férmula:

H=-K>» plog,pi |, (4.1)

=1
onde K € uma constante positiva, p; as probabilidades de eventos possiveis € s é o nimero de

simbolos disponiveis (2 em um cédigo morse, 26 em um alfabeto, etc).

Nesse ponto o autor nota a semelhanga entre essa expressao e a da entropia termodindmica,
em particular o teorema-H de Boltzmann (17), denotando H como uma medida de entropia . A
ligacdo é semelhante a feita anteriormente por Szildrd, entretanto Shannon néo cita o hingaro
em seu trabalho e afirma, anos depois em uma entrevista (18), que ndo conhecia os trabalhos no

periodo da publicacdo.

Shannon aborda também o problema relacionado a capacidade méxima de transmissdo de
um canal durante um intervalo de tempo determinado, partindo da defini¢do para a capacidade de

transmissao:

log N(T
O = Ly 08 V(@)

T—o0

4.2)
onde N(T) € a quantidade de simbolos possivel durante um periodo de tempo T.

Essa definicdo foi justificada no artigo, principalmente pela busca da capacidade ma-
xima de transmissdo de diferentes meios de comunicac¢do. Para isso, Shannon trata o ruido

estocasticamente, de forma semelhante 2 mensagem, e explora suas defini¢des e teoremas nos

8 Se adicionamos regras o suficiente, um texto gerado por uma méaquina que escolhe palavras aleatoria-

mente dentro destas regras serd indistinguivel de um texto escrito por uma pessoa, ou seja um processo
estocdstico suficientemente complexo mimetiza a lingua perfeitamente.
Esta conexdo serd brevemente comentada na se¢do 5.3.1.



4.1 A Teoria Matemdtica da Comunicacdo 15

exemplos praticos, posteriormente expandindo as conclusdes para canais de transmissao continua,
apoiando-se na discretizacao proposta por Hartley: considerar o sinal continuo como sucessivos

degraus discretos.

Finalmente, Shannon retorna para a linguagem escrita para propor uma forma de reduzir
os erros de transmissdo. A lingua possui uma redundancia inerente, no inglés, segundo o artigo, a
redundancia chega a 50%, isto €, apenas metade das letras em um texto sdo relevantes para sua
compreensao, entretanto € exatamente essa redundancia que reduz os erros na nossa comunicagao,
pois ndo precisamos de todas as letras ou palavras para entender um texto. Com isso em mente
Shannon propde uma forma de eliminar o erro pela introdu¢do de redundéncia no sistema, por
exemplo, enviando uma mesma mensagem duas ou mais vezes seguidas e comparando o que foi

recebido pelo destinatério.

Mas como aumentar a redundancia sem perder velocidade de transmissdo? Através da
compressao dos dados, Shannon alega que o préprio c6digo Morse € uma forma de compressao,
pois os menores simbolos correspondem as letras mais comuns no inglés. J4 existiam na época
livros de abreviacOes para utilizacao de telégrafos e Shannon propds um sistema de abreviagdes
comum ao transmissor e o receptor, de forma que estes aparelhos codificassem e decodificassem

as mensagens enviadas pelo canal.

Nas paginas de "A Mathematical Theory of Communication"notamos algumas ideias
facilmente reconheciveis na computacdo moderna, todavia devemos entender como o trabalho
foi recebido em 1948 para entender os desdobramentos posteriores, e para isso devemos estudar

alguns artigos publicados no mesmo periodo com intencdes semelhantes.
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5 CONTEMPORANEOS

Até o momento exploramos o contexto cientifico na época da publica¢ido do famoso artigo
de Shannon, sendo facil notar que as conclusdes e os teoremas propostos em "A Mathematical
Theory of Communication"ndo sdo fruto de uma mente isolada e brilhante mas resultado de um
processo histdrico envolvendo diversos atores que se influenciaram mutuamente. Nesta se¢ao
abordamos alguns estudos publicados em um periodo préximo a obra de Shannon com o objetivo

de entender melhor como este foi recebido e os caminhos que teoria de informagdo tomou a partir
de 1948.

5.1 Os trabalhos de Dennis Gabor

Dennis Gabor (1900-1979) foi um engenheiro elétrico e fisico nascido na Hungria, embora
seja mais reconhecido por seus trabalhos com holografia - pelos quais foi laureado com o Nobel
em 1971 - Gabor publicou o artigo intitulado Theory of Communication (19) em 1946 no qual
faz dedugdes a respeito das limitacdes ligadas a frequéncia e tempo de transmissao nos sistemas
de comunica¢do além de propor uma unidade de medida de informacao, ou nas palavras do autor

um "quanta de informag¢do"denominado "Logon".

O artigo comega reconhecendo os trabalhos de Carson (10), Nyquist (8), Kiipfmiiller (13)
e Hartley (11) mas aponta que o problema da comunicacdo envolve as bandas de transmissao
(limitagdes de frequéncia) e tempo no qual a transmissdo acontece (limitagdes de tempo), os
quatro autores citados se mantiveram no dominio das limita¢des de frequéncia em suas obras.
Gabor trabalhou com ambos a0 mesmo tempo. Para isso, o hingaro propde o uso dos "diagramas
de informacao"(nome dado por ele) que seriam "representacdes bidimensionais de sinais, com

tempo e frequéncia como coordenadas"(19).

Para entender tais diagramas, vamos analisar a figura 2(a), onde temos um oscilador
harmonico representado no diagrama de informagdo. Sabendo com exatiddo a frequéncia do
oscilador o tempo de oscilacdo é completamente indefinido (linha vertical). Um sinal tipico
possui um intervalo de tempo no qual ele € transmitido e um intervalo de frequéncias (f; a f5),

no diagrama de informacao isso € representado por um retangulo (figura 2(b)).

Gabor reconhece a similaridade desses diagramas com os gréfico de posicdo € momento
(x e p) da mecanica quantica e deduz a incerteza de ¢ ¢ f. Tomando o aparato matematico da
teoria quantica como base e modulando o sinal como uma soma de senos e cossenos complexos
o autor faz um procedimento matematicamente similar ao principio de incerteza de Heisenberg

para momento e posi¢ao, chegando ao resultado:

AIAS > % 5.1)
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Em seguida o autor encontra o sinal que gera o menor valor possivel para a desigualdade,
ou seja AtAf = 1/2, e o define este como o "sinal elementar"'’. Ou seja, qualquer sinal no
diagrama de informagdo poderia ser representado como uma soma desses sinais elementares de
lados At e A f, como mostrado na figura 2(c) cada um destes retangulos contém um "quanta de

informagao"e sao as unidades minimas que Gabor chama de Logons.
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Figura 2 — Representacdo de sinais nos diagramas de informacao.
Fonte: Adaptada de GABOR(19)

Gabor aplica esses conceitos para alguns casos praticos como modulagdes de frequéncia
e telefonia. O trabalho traz para a teoria de comunicac¢do o formalismo matematico da mecanica
quantica, e uma unidade prética de medida de informacdo: o Logon. Todavia ndo discute nenhuma
forma de ruido e nao fornece aos engenheiros um método pratico de transmitir informacao mais

eficientemente.

5.2 Os trabalhos de William Tuller

"Theoretical Limitations on the Rate of Transmission of Information"(20) foi um artigo
do pesquisador americano William Gordon Tuller (1918-1954), baseado na tese de doutorado
do proprio. O estudo, publicado em abril de 1949, encontrou uma comunidade cientifica em
polvorosa pelas publica¢des do ano anterior, a tese ndo traz nada novo em relagao aos demais,
entretanto as conclusdes de Tuller ocorreram, segundo o préprio autor, em paralelo com as demais

portanto devem ser estudadas independentemente.

O ponto de partida para a tese de Tuller é a medida de informacdo proposta por Hartley

(11) com a inclusdo de uma constante (/):

H = n(Klogs) (5.2)

novamente n € o nimero de selecdes e s o nimero de simbolos possiveis.

o —a(t—tg)? < . R o
10 O sinal é 9(t) = e~ (=10)" cos (2 fot 4 ¢) onde a, ty e fo s3o constantes associadas A caracterfsti-
cas do pulso.
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Em seguida o autor parte para a transmissdo de informagdo sem ruido. No periodo era
praticamente unanimidade que canais desprovidos de ruido possuiriam um limite natural para a

transmissao de informagao, Tuller afirma que isso € falso.

Os demais pesquisadores defendiam que o primeiro pulso enviado criaria um transiente
no filtro que adicionaria banda aos demais pulsos do sistema, gerando um efeito acumulativo
com cada pulso. Tuller defende que caso se conheca o filtro com antecedéncia, seria possivel
adicionar ao sinal recebido uma onda inversa a interferéncia, anulando o efeito do transiente
e permitindo transmissodes ilimitadas em sistemas sem ruido. Em seguida, o autor parte para a
sistemas com ruido e cria um diagrama para o sistema de comunicacdo geral, semelhante ao

proposto por Shannon (Figura 1)

A anélise de Tuller baseia-se fortemente nas definicdes de Hartley de 1928 e estaria
limitada as lacunas presentes no trabalho como a falta de um tratamento para o ruido e a defini¢@o
de quantidade informacao limitar-se a casos nos quais a probabilidade de escolha dos simbolos é
igual. Tuller reconhece esses problemas e procura soluciond-los criando uma andlise para o ruido

e generalizando a quantidade de informacao.

A generalizacdo consiste em ampliar a defini¢cdo de informacdo como incerteza da
escolha, dada por Hartley, Tuller afirma que em um sistema no qual todos os simbolos podem ser
selecionados'! (s,v = s,,ax) a informagdo na transmissio é méaxima, quando os simbolos sdo

limitados (s,v < S,ax) o sistema estd transmitindo informacgdo abaixo da capacidade maxima.

Os esforcos de Tuller para generalizar a abordagem de Hartley nao foram reconhecidos
pela comunidade, os trabalhos do ano anterior (4)(21), somados as novas publica¢des do inicio

de 1949 (22) mantiveram a tese fora do radar das grandes discussoes.

5.3 Os trabalhos de Norbert Wiener

Formado em matemadtica aos 14 anos e doutor em légica matemdtica em 1913 com
apenas 19 anos, o fildsofo e matemadtico estadunidense Norbert Wiener era considerado um dos
mais influentes cientistas e matematicos no periodo. Durante o esforco de guerra, dedicou-se
a problemas relacionados a mira de aeronaves, que se mostraram semelhantes ao problema da
comunicac¢do na presenga de ruido. Em 1942 publicou o artigo "The extrapolation interpolation
and smoothing of stationary time series"(23) que abordava o problema do ruido irredutivel

presente em misturas de sinal e ruido.

O artigo teve circulacdo reduzida pelas forcas armadas estadunidenses mas Shannon e
Tuller tiveram acesso a ele e o citaram em suas teses. Todavia o artigo empregava uma linguagem
matematica "muito além da capacidade do engenheiro de comunicacdo comum" (20) e acabou

esquecido. Apds a guerra Wiener assumiu a lideranca de um grupo multidisciplinar que buscava

" 5,0 é 0o nome dado a quantidade de simbolos disponiveis na transmissao.
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desenvolver aplicacdes militares (24) e comegou a escrever um livro igualmente multidisciplinar

sobre cibernética (21), termo criado por ele.

No mesmo ano da publicagdo do trabalho de Shannon (1948), Wiener publicou o livro:
Cybernetics or control and communication in the animal and the machine (21), no qual elabora
um tratado extenso que discorre sobre diversos topicos, desde mecanica estatistica até as relacdes

entre informacao, linguagem e sociedade.

Ao longo da obra, Wiener define quantidade de informa¢ao como uma medida do grau
de organizacdo de um sistema. No presente estudo vamos nos limitar a esse aspecto do trabalho,
principalmente porque um de seus desdobramentos foi uma disputa pela definicao mais adequada

para o conceito entre Wiener e Shannon. A defini¢ao dada no Cybernetics é:

"A nocao de quantidade de informacao se liga muito naturalmente a uma no¢ao
classica da mecanica estatistica: a entropia. Da mesma forma que a informacao é
a medida do grau de organizagdo do sistema, a entropia € uma medida do grau de

desorganizacdo; e uma € simplesmente o negativo da outra."(21)

O raciocinio por traz da afirmagdo acima surgiu no paradoxo do demonio de Maxwell,
Wiener, semelhantemente a Szil4drd'?, criou um conceito para a informagio que se encaixasse no
problema, contudo, esse conceito mostrou-se na contra mao dos trabalhos anteriores na teoria
da comunicagdo, pois Hartley e Shannon definem informa¢do como uma medida de incerteza e

Wiener trata informagdo como ordem, ou certeza.

5.3.1 Dois conceitos, uma informagao

Wiener cita, na introducao do livro Cybernetics, o trabalho de Shannon nos Laboratérios
Bell e alega que ambos tiveram a mesma ideia: criar uma medida para a quantidade de informacao.
Entretanto, uma andlise cuidadosa na forma pela qual os autores definem os conceitos mostra
que eles sdo diferentes em seus fundamentos. A informagdo de Shannon € analoga a entropia de
Boltzmann enquanto a informagao de Wiener € oposta. Temos assim uma discordancia ontoldgica
na teoria, os desenvolvimentos desse debate foram extensos e existem estudos dedicados apenas

aos conceitos de entropia e quantidade de informacao em diversos contextos (24).

Vale observar que a decisdo de Shannon de pautar a defini¢do de informacdo na incerteza
de uma escolha do sistema € coerente com trabalhos anteriores da equipe dos Laboratérios Bell.
Nyquist, por exemplo, havia discutido a onda senoidal previsivel em 1924, concluindo que ela
ndo carregaria nenhuma informagao enquanto que, Hartley baseou sua nocao de informacao na

indeterminacdo presente na escolha de um simbolo.

12 Como o hiingaro néo é citado no livro do americano, entende-se que o trabalho de Szilard ndo era

conhecido por Wiener.



20 Capitulo 5 Contempordneos

Na década de 1950, ocorreram esforgos para explorar os conceitos de entropia e informa-
¢do mais profundamente, principalmente ligados a unificar a entropia termodinamica e a entropia
informacional, entre esses esforcos destacaram-se os estudos de Brillouin que expandiu o trabalho

de Szilard, procurando no demonio de Maxwell a conexao entre as duas entropias (24).

Finalmente, € notdvel a diferenca de abordagem dos dois matemadticos, Shannon ataca o
problema diretamente, trazendo defini¢des, teoremas e dedugdes fortemente apoiadas na pratica
da engenharia. Wiener, por sua vez, traz suas definicbes em meio a uma obra complexa e
multidisciplinar. Essas diferencas influenciaram a escolha da comunidade e, principalmente,
contribufram para a valorizagdo tecnoldgica da teoria, pois o trabalho de Shannon € direto
e aplicado enquanto que o tratado de Wiener € extenso e ndo ataca os problemas praticos
diretamente. A imensa maioria da comunidade utilizou as formulag¢des propostas por Shannon
para a prética. Nas palavras de David Forney'*: "O conselho era: ’néo trabalhe com a teoria, vd

para as aplicagdes” (18).

13 Forney é professor de engenharia elétrica no MIT e no periodo era estudante.
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6 COMUNIDADE, SOCIEDADE E INFORMAGAO

Até o momento, nosso estudo mostrou que o desenvolvimento da teoria de informagao,
desde as suas bases na década de 1920 até os trabalhos de 1949, foi um processo que envolveu
contribui¢cdes de varios pesquisadores de dreas diferentes. Nesta secdo vamos explorar os de-
senvolvimentos imediatamente posteriores, comecando pelas reacdes a publicacdo do artigo de
Shannon "A Mathematical Theory of Communication"procurando entender o caminho que a

teoria de informagdo tomou apds 1948.

As recepcdes ao trabalho no meio académico foram diversas. Joseph Leo Doob (1910-
2004), um matemadtico estadunidense, publicou no periddico dos Laboratdrios Bell uma revisdo da
obra de Shannon criticando a abordagem matematica do trabalho considerando-a mais sugestiva
do que realmente matematica (25). No geral, a comunidade de matematicos ndo gostou das
demonstracdes apresentadas, pois o artigo tomava algumas "liberdades"na andlise. Shannon
alegava que tais liberdades poderiam ser "justificadas em todos os casos de interesse pratico"(4),
entretanto a proposta geral do estadunidense era formular uma teoria matemética para o campo
e ndo apenas resolver para alguns casos especificos como seus antecessores. Por essa falta
de generalidade em algumas anédlises, os matematicos criticaram o trabalho e os teoremas até
que alguns de seus pares como Brockway McMillan (26), Khinchin (25) e Robert Fano, o
ultimo apoiado pelos estudantes do MIT na nova disciplina "Transmission of Information” (18),
dedicaram-se a formular os teoremas e as provas de forma matematicamente precisa. Com isso,
pouco menos de vinte anos depois da publicacio do artigo, os teoremas de Shannon haviam sido
devidamente provados.

Retornando aos anos seguintes a 1948, a publica¢ao de novos trabalhos no campo como
Cybernetics de Wiener, auxiliaram o artigo de Shannon a tomar um carater interdisciplinar e
ndo apenas uma obra para engenheiros e matemdticos; melhorando a opinido da comunidade de
engenheiros, interessados principalmente nas aplicagdes; e recebendo atencdo de novos grupos

de cientistas como bidlogos, psic6logos, entre outros.

Somado a isso, do ponto de vista da sociedade, o artigo de Shannon encontrou os Estados
Unidos em um momento particularmente favoravel, o final da Segunda Guerra e a expansao da
ameaca soviética fizeram com que o publico geral passasse a valorizar mais a pesquisa cientifica

e tecnoldgica, principalmente as vinculadas a usos militares, como era o caso dos Laboratorios
Bell (27).

Shannon também publicou seu artigo em um livro no ano seguinte (28) (1949) em parceria
com Warren Weaver (1894-1978) que fez uma introducio em linguagem compreensivel voltada

ao grande publico na Scientific American (29) para a obra ampliar seu alcance.

Em suma, as rea¢des imediatamente posteriores as publicagdes do trabalho de Shannon
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foram negativas por parte dos matemaéticos, mas positivas na comunidade de engenheiros. Além
disso o surto de popularidade da obra e a ideia de maquinas pensantes (promovido pelo livro
de Wiener) atraiu a atencdo da sociedade e dos pesquisadores, o conceito de informagdo passou
a ser utilizado, muitas vezes de forma errada, em muitas areas, como a psicologia, economia e
algumas ciéncias sociais. Conferéncias passaram a ser organizadas regularmente para explorar
a interdisciplinaridade do tépico e suas aplicacdes. Os conceitos de entropia, informagao e
redundancia pareciam capazes de resolver diversos problemas que nao diretamente relacionados

com a comunicagao.

Shannon passou a frequentar as conferéncias promovidas pela fundagdo Josiah Macy
Jr (7) com o apoio de Wiener. As reunides, reuniam bidlogos, fisicos, psicdlogos entre outros
pesquisadores para apresentar e discutir problemas relacionados aos seus respectivos campos. A
teoria da informacdo atraiu a atencdo de muitos desses cientistas, o que resultou na a utiliza¢do dos
conceitos de forma descuidada em diversas dreas de pesquisa. Em resposta, alguns pesquisadores
(como Shannon e Wiener) comegaram a criticar o uso da teoria fora do campo da comunicacao

para o qual ela foi inicialmente proposta, em 1956 Shannon escreveu (30):

"A teoria de informacdo, nos ultimos anos, se tornou um ’efeito manada’ 14 ¢i-
entifico. Come¢ando como uma ferramenta para o engenheiro da comunicagdo, ela
recebeu uma publicidade extraordindria na impressa popular e cientifica. (...) pes-
quisadores de muitos campos diferentes, atraidos pela festa e pelas novas avenidas
abertas para andlise cientifica, estdo utilizando as ideias para seus proprios problemas.
Aplicagdes estio sendo feitas na biologia, psicologia, linguistica, fisica basica, eco-
nomia, teoria da organizagao, entre outros. (...) Eu pessoalmente acredito que muitos
dos conceitos da teoria da informagdo vao se provar tteis nesses outros campos - €
realmente alguns resultados sdo bastante promissores - mas estabelecer essas aplica-
¢oes ndo € um processo trivial de traduzir as palavras para um novo contexto, mas o

processo tedioso e lento de criacdo de hipédteses e verificacdo experimental."(30)

As reagdes de Shannon as novas aplicacdes mostram que "A Mathematical Theory of
Communication"é um artigo escrito por um engenheiro e matematico para outros engenheiros do
campo, que visava primeiramente a aplicacdo tecnoldgica na engenharia. Essa interpretagdo é
corroborada pela andlise das publicacdes posteriores a de Shannon, artigos sobre comunicacao
(22) na presenca de ruido e a "mdaquinas pensantes", em particular uma maquina capaz de jogar
xadrez (25) e um "rato"capaz de resolver um labirinto simples (7), o qual poderia ser modificado

para tornar o trabalho do "rato"mais complicado.

Notamos portanto, que a comunidade de engenheiros deixou de se preocupar com as

discussdes bdsicas do conceito de informagao e entropia para aplicar tais ideias nos mais diversos

14 O original bandwagon se refere ao viés cognitivo das pessoas de aderirem a uma ideia unicamente

porque muitas pessoas estdo fazendo o mesmo.
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campos, em particular a engenharia da comunicacdo que finalmente poderia utilizar equa¢des ma-
temadticas para aprimorar as tecnologias existentes, buscando a eficiéncia maxima de transmissao

de informacao.
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7 CONCLUSOES

O objetivo deste estudo foi mostrar o longo processo que levou a formagdo de um
novo campo de estudos conhecido atualmente como teoria de informacdo. E notével que foram
necessdrios diversos anos e pesquisadores dedicados e ndo apenas um surto de genialidade de um
grande cientista. A caracterizacdo de Shannon como "o pai"da teoria de informagao € ingénua
e desconsidera desenvolvimentos anteriores, contemporaneos e posteriores a publicacdo de seu

trabalho.

Propusemos alguns motivos para a valorizagdo da aplicacdo da nova teoria frente ao
aprofundamento dos conceitos nos desenvolvimentos posteriores, como: (1) o artigo de Shannon,
que se popularizou entre os engenheiros e pesquisadores, era focado nos aspectos praticos do
problema da comunicag@o e nao nos conceitos; (2) O desentendimento ontolégico entre Shannon
e Wiener ndo teve resultados imediatos, décadas se passaram até a entropia termodindmica e a
entropia informacional se conversarem e (3) os engenheiros e cientistas envolvidos no campo
passaram a priorizar a constru¢do de ‘maquinas pensantes’, um problema fundamentalmente

tecnoldgico, utilizando a abordagem proposta por Shannon.
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